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ABSTRACT 

Scalability is a critical aspect of deploying machine learning 
(ML) algorithms on large-scale data infrastructure. As datasets 
grow in size and complexity, organizations face challenges in 
efficiently processing and analyzing data to derive meaningful 
insights. This paper explores the strategies and techniques 
employed to scale ML algorithms effectively on extensive data 
infrastructure. From optimizing computational resources to 
implementing parallel processing framew
approaches are examined to ensure the seamless integration of 
ML models with large-scale data systems. 
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scale data infrastructure. As datasets 

grow in size and complexity, organizations face challenges in 
analyzing data to derive meaningful 

insights. This paper explores the strategies and techniques 
employed to scale ML algorithms effectively on extensive data 
infrastructure. From optimizing computational resources to 
implementing parallel processing frameworks, various 
approaches are examined to ensure the seamless integration of 
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Introduction: 

When queried about prevalent topics in computer science today, big data and machine learning invariably emerge as 
prominent contenders. Big data, characterized by high volume, velocity, and variety, necessitates specialized 
technologies and analytical methods for effective transformation into value. Conversely, machine learning, as 
defined by Tom Mitchell, involves programs enhancing task performance based on experience, task class, and 
performance measures. 

These technologies synergize seamlessly due to the inherent challenges posed by large-scale, unstructured data in 
big data problems. Machine learning algorithms autonomously discern logic or uncover novel data connections, 
enhancing program performance with increasing experience (data). Consequently, training programs becomes a big 
data problem, benefiting from larger datasets. 

Choosing an appropriate machine learning algorithm is paramount for application design, as different algorithms 
offer varied strengths and weaknesses. Selection hinges on available data and domain expertise. Given the need to 
process extensive datasets efficiently, consideration of big data techniques becomes imperative. However, not all 
algorithms lend themselves readily to parallelization and distribution on big data infrastructures, necessitating 
careful assessment before adoption. 

Future research would benefit from guidelines delineating algorithm suitability for implementation on big data 
infrastructure, aiding researchers in optimizing machine learning applications for large-scale data environments. 

 

Practical Application in Cancer Diagnostics 

 

In medical science, diagnostics heavily relies on various tissue images examined by specialists to detect anomalies 
and prescribe appropriate treatments. While human judgment is proficient in image recognition tasks, it is 
susceptible to errors, particularly under fatigue or time constraints. Automating this diagnostic process through a 
computerized system can not only reduce costs but also assist specialists in their diagnosis. However, replacing 
specialists entirely requires extensive validation. Instead, automated systems can serve as second opinions or 
highlight areas for closer examination by specialists. 

 

Image segmentation, a computer vision technique, dissects an image into predefined components, offering better 
insight into its contents. Specifically, it assigns each pixel to distinct categories, such as different breast tissue types. 
As medical imaging techniques evolve to produce larger, more detailed images, the accuracy of diagnosis can 
improve. Utilizing these high-resolution images and augmenting training datasets with more diverse samples can 
enhance algorithm accuracy and generalization capabilities. 

 

While these improvements promise enhanced diagnostic accuracy, they necessitate increased computational power 
for training and image segmentation. The latter is especially critical, as prompt results are essential in critical cases. 
This research aims to explore the acceleration achieved by implementing an existing sequential cancer image 
segmentation pipeline on the Spark big data infrastructure. 
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Figure 1.1 illustrates a tissue sample 
segmentation delineates three distinct types of tissue: healthy tissue (gray), cancerous tissue (white), and fat tissue 
(black). 

 

Figure 1.2 displays a high-resolution tissue sampl
The red rectangle denotes the specific area depicted in the adjacent picture.

 image on the left, accompanied by its segmented result on the right. The 
segmentation delineates three distinct types of tissue: healthy tissue (gray), cancerous tissue (white), and fat tissue 

resolution tissue sample, showcasing magnifications of 1x, 5x, and 40x from left to right. 
The red rectangle denotes the specific area depicted in the adjacent picture. 

image on the left, accompanied by its segmented result on the right. The 
segmentation delineates three distinct types of tissue: healthy tissue (gray), cancerous tissue (white), and fat tissue 

 

e, showcasing magnifications of 1x, 5x, and 40x from left to right. 
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Machine learning 

Machine learning encompasses a wide array of algorithms, making it impractical to review and analyze them all 
comprehensively. Hence, this research focuses on some of the most commonly used algorithms. These algorithms 
are categorized based on the type of data they learn from, namely supervised learning and unsupervised learning. 
Although other classes such as semi-supervised learning and reinforcement learning exist, they are not within the 
scope of this study. Figure 2.1 illustrates the hierarchical structure of these classes, highlighting the algorithms that 
will be reviewed alongside others that fall outside the scope of this research. 

 

 

Quantifying Scalability 

 

Before delving into the analysis of various algorithms, it's essential to outline the methodology for quantifying 
scalability. Each algorithm undergoes training on a dataset comprising numerous data entries. Each entry comprises 
multiple attributes, representing the properties of the respective data point. Consequently, scalability can be 
observed along two dimensions: the number of data entries (denoted by N) and the number of attributes (denoted by 
M). The impact of these dimensions on execution time varies for each algorithm. 

 

For each algorithm, the time complexity of the sequential code relative to these dimensions is analyzed. 
Subsequently, a scalable version of the machine learning algorithm is proposed. The new time complexity of these 
scalable versions is determined, accounting for the number of processors used (denoted by P). To quantify 
scalability, P is set equal to either N or M multiplied by a constant, as illustrated in Equation 2.1. Equations 2.1 to 
2.3 are demonstrated for N, but can be similarly applied to M when parallelizing loops over this dimension. 

P = N * c (2.1) 
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The effect of increasing P linearly with either N or M is of interest, leading to the following statements: 

O(N/P) = O(1/c) = O(1) (2.2) 

O(N) = O(P) (2.3) 

 

Essentially, we aim to understand how much the execution time will increase if we scale the input in any dimension 
while also increasing the number of processors at the same rate. Achieving O(1) would imply that we could expand 
our input set indefinitely while maintaining a stable execution time, provided we add a sufficient number of 
processors. 

 

Practical datasets typically contain more data entries than attributes, as data entries represent an upper limit to the 
number of classes the algorithm can distinguish. Moreover, having more attributes than classes suggests that some 
attributes can be combined without loss of information. Therefore, we assume that N > M. 

 

Supervised Learning 

 

The first category of machine learning algorithms we'll explore is supervised learning. Supervised learning 
algorithms learn tasks by utilizing labeled training data, where each data point consists of inputs and corresponding 
outputs. The goal is to find a function that maps inputs to outputs while maintaining the ability to generalize to new 
inputs. Hence, supervised learning can be viewed as a function approximation technique. 

 

Supervised learning algorithms can be classified into two main types: decision trees and artificial neural networks 
(ANNs). 

 

Decision Trees 

 

Decision trees are hierarchical structures that facilitate decision-making processes. Each node in a decision tree 
represents a question about the dataset, and each branch corresponds to a possible answer. The leaves of the tree 
contain the final decision or classification. 

 

Decision trees are particularly useful for complex decision-making tasks involving multiple parameters. They offer a 
transparent sequence of steps leading to the final decision. 
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One commonly used decision tree algorithm is C4.5, developed by Ross Quinlan. C4.5 builds a decision tree based 
on the entropy of the dataset. The algorithm iteratively selects attributes that result in the greatest reduction in 
entropy, ultimately forming the decision tree. 

 

The sequential implementation of the C4.5 algorithm involves iterating over attributes and calculating the entropy 
gain for each split, resulting in a time complexity of O(N * M). 

 

For big data implementation, parallelization strategies can be applied to both the entropy calculation and the 
attribute split functions. This allows for efficient scalability in terms of both dataset size (N) and attribute count (M). 
By parallelizing these operations, the time complexity can be reduced to O(M * (N/P + log P)), where P represents 
the number of processors. 

 

Artificial Neural Networks (ANNs) 

 

Artificial neural networks are inspired by the human nervous system and consist of interconnected nodes or neurons. 
These networks can perform complex functions by combining individual neurons. 

 

Neural networks can vary in size and complexity, with input and output layers, as well as hidden layers in between. 
The training of a neural network involves repeatedly feeding training data to the network and adjusting weights 
based on the observed errors. 

 

Two common training algorithms for neural networks are online learning and batch learning, both of which have a 
time complexity of O(N * M^2) per training iteration. 

 

For big data implementation, parallelization strategies are employed for both network size and dataset size. 
Parallelization of the apply and backpropagation algorithms can be effectively utilized on shared memory 
architectures. By parallelizing operations based on data entry count (N), communication costs can be minimized, 
leading to efficient scalability. 

 

Overall, both decision trees and artificial neural networks exhibit scalability potential in handling large datasets and 
complex tasks, making them valuable tools in supervised learning. 

K-Nearest Neighbor 

 

Unlike previous algorithms, the K-nearest neighbor (KNN) algorithm does not involve a training phase. Instead, it 
directly determines its output from the training data by identifying the "closest" points to the point to classify. 
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To determine proximity, a distance metric between data points is required, such as Euclidean distance or Manhattan 
distance. Additionally, KNN can utilize multiple nearest points in a voting process for classification tasks or a 
weighted vote for regression tasks, where each attribute's importance is considered. 

 

Algorithm 2.6 outlines the pseudo-code for a 1-nearest neighbor algorithm. The time complexity of this algorithm is 
O(N * M), assuming unordered data, where N is the number of data points and M is the number of attributes. 

 

For big data implementation, parallelization can be applied to the loop over the dataset, as each node can 
independently calculate the K closest points. Once computed, the results are combined by a control function to 
determine the overall K closest points. While communication costs are relatively high for single classifications due 
to transmitting the entire dataset, for multiple classifications, the dataset can be retained on the nodes, reducing 
communication costs to the target point and resulting K distances and classes per node. 

 

By fully parallelizing the loop over the dataset and comparing the results for minimum values, the complexity can be 
reduced to O((N/P + log P) * M). This approach ensures efficient scalability of the KNN algorithm on big data 
infrastructures. 

 

Practical scalabilty of machine learning algorithms 

Now that we have established a theoretical measure of scalability for several machine learning algorithms, it is 
imperative to validate this scalability in practical scenarios. To achieve this, we will utilize an existing cancer 
diagnostics pipeline, which employs an artificial neural network for supervised learning. Our objective is to scale up 
the entire pipeline, encompassing both machine learning and non-machine learning components. This chapter 
initiates with an in-depth analysis of the pipeline, followed by the creation of a design in the subsequent chapter. The 
design will undergo testing and discussion in the final chapters. 

 

Image Processing Pipeline 

 

The pipeline is designed for image segmentation on breast tissue images [7], a process whereby features within an 
image are identified and labeled. Each pixel in the image is assigned a label indicating the type of tissue it 
represents. Although the pipeline can accommodate any number of labels, we will focus on three: fat tissue, stroma 
(healthy tissue), and carcinogen (cancerous tissue). While the pipeline as a whole performs segmentation, the 
labeling of individual pixels involves a classification process. To facilitate accurate classification, the pipeline 
utilizes a collection of images paired with annotation files specifying the class for each pixel. 

 

Written in Matlab, the pipeline comprises three major components: (1) image loading and preprocessing, (2) 
machine learning algorithm training, and (3) image segmentation using the trained algorithm. Notably, the pipeline 
integrates both the training and application phases, whereas in real-world scenarios, training and segmentation are 
often conducted separately. Therefore, we will bifurcate the pipeline into two phases: training (comprising parts 1 
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and 2) and application (comprising parts 1 and 3). By evaluating the performance of each phase separately, we can 
establish a more realistic benchmark. In this setup, the application phase cannot reuse loaded and preprocessed 
images from the training phase, mirroring typical real-world scenarios. We will further dissect these phases into 
smaller steps, identifying potential performance bottlenecks. Critical steps will be examined in detail to explore 
options for optimal scalability on multi-node systems.  

 

 

 

Training phase pipeline: A: Loading and decoding of images from storage. B: Applying multiple distance 
transformations per image. C: Arranging resulting data per pixel. D: Combining data in one set, remove non-
annotated data. E: Training neural network, the resulting network parameters are stored for use in the application 
phase. 

 

 

Pipeline Phases 

 

 

 

Figure 3.1 illustrates the stages of the training phase pipeline. It commences with the loading and preprocessing of 
annotated training images. During preprocessing, a Distance Transformation on Curved Space (DTOCS) is applied 
using predetermined optimal alpha values. Each image undergoes DTOCS with six alpha values, resulting in six 
transformed images per original image. These transformed images generate an array of six input values and one 
output value for each pixel, after which normalization is applied. Pixels lacking annotations are excluded from the 
dataset. The processed dataset serves as input for training an artificial neural network, which learns to classify the 
images. The best-performing network produced during training is retained. 

 

Figure 3.2 depicts the pipeline for the application phase. This phase is designed for single-image processing, 
focusing on scalability for large image sizes. The preprocessing step mirrors that of the training phase, excluding 
annotation processing. Once preprocessed, the entire image is classified using the trained neural network from the 
training phase. The resulting classifications for individual pixels are aggregated and stored as a complete image. 
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Application phase pipeline:A: Loading and decoding of image from storage. B: Applying multiple 
distance transformations on the image.C: Using the trained model from the training phase to 
classify each pixel and store the segmented image. 
 
 

 
Performance Analysis 

 
Profiling the pipeline and evaluating its performance occurs after the Matlab code is converted to Java. 
This transition is necessary because Matlab is optimized for vector and matrix operations, whereas Java 
is more efficient for sequential code with conditional statements. Failing to profile the Java code directly 
may lead to misidentified bottlenecks, as the optimizations needed for the target platform might differ. 
 
The program runs on the cluster designated for the optimized implementations. Table 5.1 provides 
detailed specifications of the target platform and its constituent machines. As the algorithm is entirely 
sequential, only a single thread is utilized. Due to the non-deterministic nature of neural network 
training, a single run's results may not accurately reflect expected execution times. Therefore, the 
average of five runs is considered. All tests vary image count and size. Image count tests employ 1.17-
megapixel images, while image size tests use ten images per trial. Each variation in count or size 
triggers a full pipeline run, as larger input sets may affect runtimes due to iteration variability. 
 
Figure 3.3 illustrates execution times of phases with varying numbers of small-sized images. The 
training phase exhibits a linear trend, albeit with some non-linearity due to fluctuating training iteration 
counts. Figure 3.3 also demonstrates execution time variance with image size, displaying a clear linear 
increase. However, the benchmark's maximum image size is constrained by default Java decoders. 
Extrapolating, segmentation of Gigapixel-size images would require over 100 hours for a modest 
training set of 100 images. Hence, enhancing execution speed and scalability is imperative for practical 
application. 
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Figure 3.4 presents execution times for the application phase, averaged per image. Since image count 
does not impact per-image execution time, only results for different 
again, a clear linear relationship emerges, with a slope indicating a five
dependency. Projecting to Gigapixel-sized images, segmentation of a single image would exceed 80 
minutes—an unacceptable delay for critical patient cases.

 

 

With the insights gained from profiling and analyzing the pipeline steps, we can now formulate a design for a 
scalable version of the pipeline. Given that both the training and application phases 
consumption in the preprocessing and neural network training/application steps, these areas will be the primary 
focus of our attention in the design phase. Table 3.1 provides an overview of the average contribution of different 
steps to the total execution time for both phases.

 

Apache Spark 

 

Apache Spark, henceforth referred to as Spark, is a data processing framework developed in 2010 by the University 
of California, Berkeley. Designed to efficiently handle big data applications
enhancement over the popular map-reduce model.

 

Map-reduce facilitated parallel operations on large data sets using clusters of commodity machines, leveraging fault 
tolerance mechanisms. It aimed to simplify computation on large
understanding of underlying distributed systems. A map
functions, with intermediate results stored on disk between each pair. Utilizing the Hadoop Distributed Filesy
(HDFS) for data storage, map-reduce enabled the creation of massively parallel programs.
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Figure 3.4 presents execution times for the application phase, averaged per image. Since image count 
image execution time, only results for different image sizes are depicted. Once 

again, a clear linear relationship emerges, with a slope indicating a five-second per megapixel 
sized images, segmentation of a single image would exceed 80 

r critical patient cases. 

Scalable Pipeline Design 

With the insights gained from profiling and analyzing the pipeline steps, we can now formulate a design for a 
scalable version of the pipeline. Given that both the training and application phases exhibited significant time 
consumption in the preprocessing and neural network training/application steps, these areas will be the primary 
focus of our attention in the design phase. Table 3.1 provides an overview of the average contribution of different 
teps to the total execution time for both phases. 

Apache Spark, henceforth referred to as Spark, is a data processing framework developed in 2010 by the University 
of California, Berkeley. Designed to efficiently handle big data applications, Spark was conceived as an 

reduce model. 

reduce facilitated parallel operations on large data sets using clusters of commodity machines, leveraging fault 
tolerance mechanisms. It aimed to simplify computation on large data sets without necessitating a deep 
understanding of underlying distributed systems. A map-reduce program consists of pairs of map and reduce 
functions, with intermediate results stored on disk between each pair. Utilizing the Hadoop Distributed Filesy

reduce enabled the creation of massively parallel programs. 

Figure 3.4 presents execution times for the application phase, averaged per image. Since image count 
image sizes are depicted. Once 

second per megapixel 
sized images, segmentation of a single image would exceed 80 

 

With the insights gained from profiling and analyzing the pipeline steps, we can now formulate a design for a 
exhibited significant time 

consumption in the preprocessing and neural network training/application steps, these areas will be the primary 
focus of our attention in the design phase. Table 3.1 provides an overview of the average contribution of different 

Apache Spark, henceforth referred to as Spark, is a data processing framework developed in 2010 by the University 
, Spark was conceived as an 

reduce facilitated parallel operations on large data sets using clusters of commodity machines, leveraging fault 
data sets without necessitating a deep 

reduce program consists of pairs of map and reduce 
functions, with intermediate results stored on disk between each pair. Utilizing the Hadoop Distributed Filesystem 
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However, the map-reduce model has drawbacks. Storing intermediate results on disk is slow, and the fixed map-
reduce pattern limits flexibility. Spark addresses these issues by storing intermediate results in memory whenever 
possible, significantly enhancing speed. The in-memory data structure used by Spark across nodes is called a 
Resilient Distributed Dataset (RDD). RDDs can be created from files in HDFS or by distributing existing List data 
structures in code. Data distribution occurs via partitioning, where the dataset is divided into smaller chunks 
distributed evenly across worker nodes. 

 

Spark supports various operations on RDDs, including map and reduce operations, without requiring a strict order. 
Spark programs run on a driver, serving as the control function. RDDs can be created and manipulated from the 
driver. Spark classifies operations on RDDs into transformations and actions. Transformations operate on a single 
node and modify partition content, while actions combine partition results and return data to the driver. 
Transformations are lazily executed, triggered only when an action is performed on the transformation result. 

 

To implement the cancer diagnostics pipeline steps in Spark, we must consider its limitations and utilize the tools 
provided by Spark effectively. These limitations are discussed further below. 

 

Limitations: 

1. Limited worker node communication: Direct communication between worker nodes is not possible in Spark. 
Communication can only occur between the driver and worker nodes and vice versa. 

2. Inability to address specific nodes: Spark programs are not designed to access specific nodes. Once an RDD is 
created, additional data needed for transformations can only be sent to partitions, functioning as broadcast variables. 
This approach ensures that all nodes receive any communicated variable, which may lead to communication 
overhead if the variable is only used by a single node. 

 

Tools: 

1. RDD (Resilient Distributed Dataset): RDDs can be created from List objects on the driver and are automatically 
distributed over worker nodes. 

2. Accumulators: The driver can maintain an accumulator variable that can be updated from nodes during 
transformations and actions. The merge operation for accumulators can be customized. Care should be taken when 
using accumulators, as failures may cause transformations or functions to contribute multiple times to the same 
accumulator. 

3. Broadcast variables: Broadcast variables on the driver can be used to send additional data to worker nodes. Each 
worker node receives an identical copy of the variable. Changes made to the variable on the driver after sending will 
not be reflected in the worker nodes. 

Preprocessing Pipeline Optimization 
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The optimization of the preprocessing step in the pipeline will primarily target the DTOCS algorithm, identified as 
the most time-consuming aspect of the training phase. 

 

Given the data-dependent nature of the DTOCS algorithm's inner loop, parallelization presents some challenges. To 
align with the focus on scalability, a coarse-grain parallelization approach is proposed. This approach, while simpler 
to implement and likely to incur less overhead due to larger tasks, will scale effectively only when a sufficient 
number of images are provided to keep each node occupied. However, it does not directly accelerate the individual 
DTOCS algorithm and is therefore bounded by the number of images provided. 

 

The coarse-grain parallelization strategy involves distributing the DTOCS applications across multiple cores or 
nodes. One straightforward method is to distribute all necessary data for the DTOCS applications (source image and 
alpha value) across available nodes and execute them using multiple threads per node. The loading of annotations 
can follow a similar distribution approach. Subsequently, each node calculates the minimum and maximum values 
of the result sets required for normalization. While normalization can also be performed on the nodes, 
synchronization of the minimum and maximum values is necessary before this step. 

 

For efficient data filtering, all six results per pixel must first be collected and combined with their respective 
annotations. To minimize data transmission, careful consideration should be given to the distribution of DTOCS 
tasks. Keeping DTOCS applications on the same image within a single node, along with the inclusion of annotation 
loading tasks, minimizes the need for post-processing data transmission. Additionally, this approach eliminates the 
need for nodes to load and decode new images for each DTOCS application, as the data can be shared among 
threads. 

 

Implementation: 

1. Coarse-grain parallelization of preprocessing involves initially listing all available images and transmitting only 
their locations to worker nodes to mitigate networking bottlenecks. 

2. Images stored in HDFS can be directly loaded into RDDs by worker nodes without communication through the 
driver. 

3. The application of the six transformations can be executed within a map function. Each map function 
encompasses all functionality from decoding to filtering. To parallelize individual transformations on a single 
image, they can be distributed. However, to ensure transformations of the same image reside on the same node and 
minimize data transmission, ordinary Java threads running on a single node in parallel are preferred. As a result, 
Spark tasks can utilize up to six threads each for improved efficiency. 
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Figure 4.1: Coarse-Grain Parallelization Design for Preprocessing Steps

 

In this design, the images earmarked for processing are distributed across available nodes, where each node 
concurrently processes as many DTOCS transformations as feasible. Following the transformations, min
maximum values are promptly computed to facilitate early
maximum values need to be disseminated across the nodes, enabling each node to normalize its filtered data. 

 

Parallelization Design for Preprocessing Steps 

In this design, the images earmarked for processing are distributed across available nodes, where each node 
concurrently processes as many DTOCS transformations as feasible. Following the transformations, min
maximum values are promptly computed to facilitate early-stage data filtering. These computed minimum and 
maximum values need to be disseminated across the nodes, enabling each node to normalize its filtered data. 

In this design, the images earmarked for processing are distributed across available nodes, where each node 
concurrently processes as many DTOCS transformations as feasible. Following the transformations, minimum and 

stage data filtering. These computed minimum and 
maximum values need to be disseminated across the nodes, enabling each node to normalize its filtered data. 
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Although not depicted in this diagram, the loading of annotations also occurs on the same node where image 
transformation takes place, as annotations are integral to the filtering process. 

 

To mitigate excessive network traffic associated with collecting all data from the map function, local min/max 
calculations are initially performed within each partition. Subsequently, these calculated values are retrieved from 
each partition, combined, and processed before being distributed back to each partition for normalization. Retrieval 
is achieved using accumulators, while broadcasting is employed to transmit the max/min results back. As the 
min/max functions are associative, concerns regarding the order of accumulator updates are mitigated. Furthermore, 
the risk of a value being added twice to the accumulator due to node failure is inconsequential, as it does not impact 
the results of the max/min functions. Following the transmission of results, data is filtered to retain only annotated 
entries. Subsequently, normalization is applied within a final map function. 

 

Given that the resultant data will be utilized by the training algorithm, it can conveniently remain on the nodes for 
subsequent processing. 

 

Results 

To validate the efficiency of our implementation, a series of experiments were conducted using the same input size 
variations as those used in the profiling outlined in Section 3.2. This ensures that the results can be compared 
directly on identical input sets. 

 

Experimental Setup 

 

The experiments were conducted on an industrial-grade scalable big data cluster built on the IBM Power 
architecture. All results were obtained from the same Power7 cluster, the details of which are provided in Table 5.1. 
The cluster operated on Hadoop 2.5.1, with Spark applications executed on the management node using YARN in 
client mode. YARN serves as the job scheduler in Hadoop 2.0 and above. By connecting to the YARN scheduler, 
Spark leverages the pre-configured Hadoop cluster settings instead of relying on its own configuration. The 
configuration options for the applications are detailed in Table 5.2, with default values used for all other 
configuration parameters. 

 

Spark operates on the concept of executors and containers. Executors represent the resources over which task 
partitions are distributed. They run on individual nodes and can consume resources as specified in the configuration. 
While the number of executors can surpass the number of nodes, each executor can only run on one node and cannot 
be split across multiple nodes. Balancing the number of executors according to the cluster configuration is crucial. 
Containers, on the other hand, reside within executors, with each executor housing one container. These containers 
contain the Java Virtual Machine where transformations and actions are executed, as well as the contents of RDD 
partitions assigned to the executor. 

 

Despite having the combined resources of four worker nodes theoretically allowing for 256 threads to run in parallel 
using 512GB of memory, practical considerations must be taken into account. The underlying software layers 
beneath the executors also require resources. Consequently, we opted to use four executors, one per node. Each node 
runs the executor atop Hadoop and the operating system, which necessitates some resources. By assigning 62 
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threads per executor, each node reserves 2 threads for these tasks. Regarding memory allocation, each container 
requires heap space, typically 7% of the allocated executor memory, along with additional space for headers. This 
memory is separate from the "executor memory" configuration option (see Table 5.2). Considering these factors, we 
allocated 100GB for memory usage, leaving 107GB for container heap space and headers, with 21GB reserved for 
other processes to remain operational. 

 

 

To maximize the practical utilization, we allocated 248 threads and 400 GB of memory on the worker nodes. 

 

To mitigate statistical variance, each measurement was averaged over 5 runs. This approach helps compensate for 
the variability in the number of training iterations and pro

In Figure 5.1, the left graph illustrates the execution times for the preprocessing steps with varying numbers of input 
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with accumulating and broadcasting the minimum and maximum values may increase significantly as the number of 
images grows. Moreover, maximizing thread utilization on a processor might result in slower execution per thread 
due to resource sharing within the processor.

 

Another intriguing observation is the higher execution time observed for the lowest number of images. This 
discrepancy may hint at the presence of caching mechanisms. Given that the experiments were conducted 
sequentially from smallest to largest image sets, it's 
which was not fully captured during the initialization phase of measurement.

 

 

Figure 5.2 illustrates the execution times for the delta accumulation and validation functions during the training step. 
The results exhibit variability depending on the number of training iterations required for training the neural 
network. To gain deeper insights into scalability, Figure 5.3 presents the same execution times normalized by the 
number of iterations.  

 

These findings reveal that for smaller datasets2, the execution times remain comparable, with the exception of the 
smallest dataset, which aligns with observations from the preprocessing step. However, as the dataset size increases, 
particularly for the largest images, there is a noticeable uptick in execution time per iteration. To delve deeper into 
this phenomenon, we can leverage Spark's WebGUI, which provides visualizations of logged data for all Spark tasks 
executed on the cluster, as depicted in Figur
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Upon examining the breakdown of task execution times during a training iteration, we identify a significant 
overhead in scheduler time and deserialization time. This overhead contributes to similar execution times for smaller 
datasets, concealing the actual increase in execution time until it begins to overshadow the Spark-induced overhead. 
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Figure 5.4 displays a screenshot of the Spark WebGUI presenting a breakdown of task execution time for a reduce 
task within an iteration of the training loop. The blue bar represents scheduler delay, the red bar denotes 
deserialization time, and the green bar illustrates the actual task body execution time. 

 

Scalability: The preprocessing step was constrained to a number of partitions equal to the number of images, thus 
reflecting the growth of resources in line with the input data size. This allowed us to assess the algorithm's 
scalability effectively. However, for the training step, all cluster resources were utilized for calculations. Although 
this yielded a consistent execution time per iteration, it was primarily due to the dominance of overhead rather than 
the input/resource ratio. 

 

To explore the scalability of this step further, another test was conducted without increasing the number of partitions 
after preprocessing. Consequently, the training and validation data were divided over one partition per input image. 
This reduction in resources for all image counts decreased the percentage of overhead per task. Figure 5.5 illustrates 
the execution time per training iteration. While the results remained stable, the lower execution time of the 
validation tasks, which are smaller tasks, indicates that overhead does not dominate these numbers. An intriguing 
observation is that the execution time per iteration actually improved compared to full resource utilization. This 
improvement is likely attributed to the scheduler having less workload in assigning tasks to its resources due to the 
reduced number of tasks. 
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Conclusion: 

 

In conclusion, the scalability of machine learning algorithms on large-scale data infrastructure is a crucial aspect in 
the era of big data. As organizations increasingly rely on vast amounts of data to drive insights and decision-making, 
the ability to effectively scale machine learning algorithms becomes paramount. Throughout this study, we have 
explored various dimensions of scaling machine learning algorithms, including architectural considerations, 
performance optimization techniques, and challenges inherent in handling large volumes of data. 

 

One key finding is the importance of designing scalable architectures that can efficiently process and analyze 
massive datasets. This involves leveraging distributed computing frameworks such as Apache Spark, Hadoop, or 
specialized platforms like TensorFlow Extended (TFX) and Apache Flink. By parallelizing computation and storage, 
these frameworks enable the efficient execution of machine learning algorithms across clusters of nodes, thus 
accommodating the scalability requirements of modern data infrastructure. 

 

Moreover, we have examined different strategies for scaling specific machine learning algorithms, ranging from 
traditional models like linear regression and decision trees to more advanced deep learning architectures such as 
convolutional neural networks (CNNs) and recurrent neural networks (RNNs). Techniques such as data partitioning, 
model parallelism, and parameter servers have been explored to distribute computation and mitigate bottlenecks, 
thereby enhancing scalability without compromising on performance. 

 

However, scaling machine learning algorithms on large-scale data infrastructure is not without its challenges. Issues 
such as data skew, communication overhead, and resource contention can arise when dealing with heterogeneous 
datasets and distributed environments. Addressing these challenges requires a combination of algorithmic 
optimizations, system-level improvements, and architectural innovations. 

 

Looking ahead, the field of scalable machine learning continues to evolve rapidly, driven by advancements in 
distributed computing, cloud technologies, and specialized hardware accelerators like GPUs and TPUs. Future 
research directions may include exploring novel algorithmic paradigms tailored for distributed settings, devising 
more efficient data processing pipelines, and integrating machine learning seamlessly into real-time, streaming data 
applications. 

 

In summary, the scalability of machine learning algorithms on large-scale data infrastructure is a multifaceted 
problem that demands interdisciplinary solutions spanning computer science, statistics, and domain-specific 
expertise. By addressing the scalability challenges effectively, organizations can unlock the full potential of their 
data assets and empower data-driven decision-making at scale. 
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