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ABSTRACT 
In recent years, the rapid expansion of Artificial Intelligence (AI) and its 
integration into various aspects of daily life have ignited significant 
discourse on the ethical considerations governing its application. This 
study addresses these concerns by swiftly reviewing multiple frameworks 
designed to guide the development and utilization of Responsible AI 
(RAI) applications. Through this exploration, we analyze each 
framework's alignment with the Software Development Life Cycle 
(SDLC) phases, revealing a predominant focus on the Requirements 
Elicitation phase, with limited coverage of other stages. Furthermore, we 
note a scarcity of supportive tools, predominantly offered by private 
entities. Our findings underscore the absence of a comprehensive
framework capable of accommodating both technical and non
stakeholders across all SDLC phases, thus revealing a notable gap in the 
current landscape. This study sheds light on the imperative need for a 
unified framework encompassing all RAI principles and SDLC phases, 
accessible to users of varying expertise and objectives.
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Introduction: 

The emergence of Artificial Intelligence (AI) heralds a transformative era in science and society, as noted by Harari 
(2017). Alongside advancements in data processing and analysis facilitated by AI technologies (Jordan and Mitchell, 
2015), the prevalence of autonomous and semi-autonomous decision systems is increasingly evident across various 
industries such as healthcare, automotive, banking, and manufacturing (Cornacchia et al., 2021). With AI's profound 
potential and widespread societal impact, discussions on the values and principles guiding its development and 
application have become paramount (Vayena et al., 2018; Awad et al., 2018). 

 

Recent scholarly research and media attention have highlighted concerns surrounding AI's potential to disrupt 
employment, be exploited by malicious actors, evade accountability, propagate bias, and compromise fairness (n.d., 
2017; Brundage et al., 2018; Zou and Schiebinger, 2018). In response, the concept of Responsible Artificial 
Intelligence (RAI) has been articulated, emphasizing intelligent algorithms that prioritize the needs of all 
stakeholders, particularly marginalized and disadvantaged users, to ensure trustworthy decision-making (Cheng et 
al., 2021). This entails safeguarding and informing users, mitigating adverse impacts, and maximizing long-term 
beneficial outcomes, with constant feedback mechanisms to uphold societal values. 

 

In light of societal apprehensions, various public and private entities have developed resources, including ethical 
requirements, principles, guidelines, best practices, tools, and frameworks, to address RAI principles. This study 
conducts a Rapid Review (RR) of these frameworks, exploring their practical guidance and support for stakeholders 
involved in implementing and validating AI applications, aligning with the Software Development Life Cycle 
(SDLC). 

 

Our investigation assesses the comprehensiveness and completeness of RAI frameworks in addressing principles 
and SDLC phases, as well as the availability of complementary tools aiding practitioners throughout the 
development lifecycle. The primary finding reveals a notable dearth of tools supporting the design, implementation, 
and auditing of RAI principles for both technical and non-technical stakeholders. Future research endeavors should 
concentrate on developing a comprehensive and user-friendly RAI framework, facilitating its adoption in real-world 
projects by AI practitioners. 

 

The subsequent sections of this paper are structured as follows: Section 2 provides background definitions pertinent 
to the study; Section 3 outlines the research protocol, including research questions and methodology; Section 4 
presents the results of the rapid review and addresses the research questions; Section 5 discusses the findings, 
emphasizing key insights; Section 6 considers potential validity threats, and finally, Section 7 offers conclusions and 
avenues for future research. 

 

Background 

 

To provide a foundation for our study, we offer preliminary definitions to elucidate the concepts guiding our work. 

 

Responsible AI Principles 
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Numerous national and international organizations have established specialized expert groups on AI to address 
associated risks, often tasked with crafting policy documents. Notable entities include the European Commission's 
High-Level Expert Group on Artificial Intelligence, the UNESCO Ad Hoc Expert Group for the Recommendation 
on the Ethics of Artificial Intelligence, the Advisory Council on the Ethical Use of Artificial Intelligence and Data in 
Singapore, the NASA Artificial Intelligence Group, and the UK AI Council, among others. 

 

These committees have been tasked with generating reports and guidelines concerning Responsible AI (RAI). 
Similar initiatives are emerging within the commercial sector, particularly among AI-dependent businesses. 
Companies like Sony and Meta have made their AI policies and principles publicly available. Additionally, 
professional organizations and non-profit groups such as UNI Global Union and the Internet Society have issued 
statements and recommendations. 

 

The substantial efforts of this diverse array of stakeholders in developing RAI principles and policies not only 
underscore the necessity for ethical guidance but also reflect their vested interest in shaping AI ethics according to 
their distinct priorities (Greene et al., 2019). Notably, there has been scrutiny of the private sector's involvement in 
AI ethics, with concerns raised that it may employ high-level soft policies either to frame a social issue as technical 
or to circumvent regulation altogether (Bay, 2018; Jobin et al., 2019). 

 

However, numerous studies have highlighted how these proposals often diverge, leading to what is termed as 
principle proliferation (Floridi and Cowls, 2019). Consequently, various in-depth investigations have been 
undertaken, such as the study by Jobin et al. (2019), which identified a global convergence around five ethical 
principles: transparency, justice and fairness, non-maleficence, responsibility, and privacy. 

 

Jobin et al. (2019) noted that none of these ethical principles were present in all the documents they reviewed; 
however, these five principles were mentioned in more than half of the sources examined. Moreover, further 
thematic analysis revealed significant semantic and conceptual divergences in interpreting these principles and the 
specific recommendations or areas of concern derived from each of them. 

 

Selected Definitions of AI Principles 

 

As outlined in Section 2.1, there exists considerable uncertainty and nuance surrounding the definition of principles 
that primarily characterize Responsible AI, as well as regarding the definition of RAI itself. Indeed, it is sometimes 
referred to as Trustworthy or Ethical AI. In our study, we tackle the issue of principle proliferation by opting to 
focus on a specific subset of those that characterize RAI, specifically the four principles identified by Jobin et al. 
(2019), excluding responsibility due to its lack of clear definition. 

 

Furthermore, to provide authoritative and precise definitions for each principle, we have chosen to utilize those 
offered by the High-Level Expert Group on Artificial Intelligence established by the European Commission in their 
Ethics guidelines for trustworthy AI (AIHLEG, 2018). 
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Below, we present the selected definitions for each principle. We have aligned the principles outlined in the High-
Level Expert Group on AI (AIHLEG, 2018) with those identified by Jobin et al. (2019), and where the naming 
convention differs, we have indicated this in parenthesis. We have also mapped principles to system requirements. 
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Frameworks 

 

In this study, our attention is directed towards frameworks that operationalize the aforementioned ethical principles 
of RAI. 

 

The concept of frameworks is well-established within the realm of Software Engineering (SE). As far back as 1997, 
Johnson et al. (Johnson, 1997) described frameworks as "an object-oriented reuse technique" or "the skeleton of an 
application that can be customized by an application developer." These definitions are not contradictory; the former 
outlines the structure of a framework while the latter delineates its purpose. 

 

Expanding beyond SE to a broader context, frameworks represent a form of design reuse. They can be viewed as a 
compendium of recommendations, guidelines, and tools to adhere to in creating a product that aligns with a 
predefined standard. 

 

 

Study Design 

 

Rapid Reviews (RRs) have emerged as a streamlined approach for swiftly synthesizing evidence, originally 
developed to assist healthcare decision-makers in promptly addressing urgent and emerging needs (Konnyu et al., 
2012). By simplifying systematic review methods, rapid reviews focus on literature search efficiency while still 
striving to yield valid conclusions (Watt et al., 2008). 

 

To conduct this rapid review, we adhered to the protocol proposed by Cartaxo et al. (2018), supplementing the 
Rapid Review process with strategies outlined by Kitchenham and Charters (2007) for systematic literature reviews. 
The subsequent subsections provide detailed insights into the study design and its execution. 

 

Planning the Review 

 

The rapid literature review presented in this study entailed the following steps: 

 

1. Goal and Research Questions: Identification of the overarching goal and associated research questions to guide 
the literature review. 

2. Search Strategy: Formulation of a strategy to retrieve prior works published in the literature, encompassing 
research databases and query strings. 

3. Eligibility Criteria Definition: Establishment of criteria utilized to filter collected studies. 
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4. Data Extraction: Definition of the process for extracting relevant data to facilitate addressing the research 
questions. 

5. Data Synthesis: Determination of the methodology for organizing extracted relevant data to address the research 
questions. 

 

 

 

 

 

 

 

Results 

 

The Rapid Review (RR) was conducted part-time from November 15, 2022, to December 12, 2022, following the 
procedure outlined in Section 3.3. 

 

Table 1: Summary of Documents Collected Grouped by Research Phase 

 

Table 1 provides an overview of the number of relevant results obtained in each sub-phase. The search on Google 
Scholar yielded no useful results. In total, after consolidating resources from identified data sources, we amassed 
148 unique resources, excluding duplicates. 
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Data Synthesis 

 

Data were synthesized, and various statistics were computed to address the research questions (refer to the online 
appendix available at Barletta et al., 2023). Tables 2 and 3 offer a representative excerpt of the comprehensive 
dataset collected. 

 

Research Question 1: What are the Responsible AI frameworks proposed in the literature? 

 

All retrieved frameworks were categorized based on the type of institution proposing them, classified into three 
categories: Companies, Universities, and Non-Profit Organizations/Communities/Public Entities (NPG/COMM/PE). 
If an entity proposed multiple frameworks, it was counted only once, aiming to assess the distribution of proposals 
by entity type. 

 

As depicted in Figure 2, the majority of the filtered frameworks were proposed by NPG/COMM/PE (50.7%, 
70/138), followed by lucrative Companies (31.9%, 44/138), and then Universities (17.4%, 24/138). 

 

Furthermore, the frameworks were classified into four categories based on their characteristics: 

 

- Principle (P): Highlighting abstract ethical principles or moral values. 

- Guideline (G): Offering concrete guidelines quickly translatable into design constraints or choices. 

- Tool (T): Capable of verifying compliance with one or more principles and/or aiding practitioners in implementing 
principles or guidelines. 

 

 

Data 
Source 

Resources 
retrieved 

Resources 
analyzed 

Resource 
selected 

Scopus 1875 1489 20 
Google Scholar 91200 200 0 
Algorithm Watch 167 167 80 
OECD DB 356 70 38 
Google Search 21,100,00 168 10 
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In Figure 3, the distribution of frameworks is illustrated by their category and grouped by proposing institution.

 

It is noteworthy that Companies and Non
primarily proposed Principles (42.59% and 59.72%, respectively), whereas Universities predominantly proposed 
Guidelines (57.69%). In terms of the number of resources proposed, Companies and Universiti
12.96% and 15.38% of Tools, respectively, while this percentage was notably lower for NPG/COMM/PE (4.17%).

 

Research Question 2: How much do these frameworks address various RAI principles?

 

In our rapid review, our focus lies mainly on an
involved in the development and deployment of AI applications. Therefore, in addressing Research Question 2, we 
excluded frameworks categorized as Principle, which solely encompass ethical
advice. Additionally, we counted frameworks rather than entities; if an entity proposed multiple frameworks, each 
was counted individually. 
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Furthermore, it's essential to note that in this analysis, a principle is considered "covered" even if it's only "partially" 
addressed, meaning not every aspect related to that principle is discussed. For example, frameworks that address 
privacy solely in terms of data acquisition and storage, without addressing potential privacy attacks such as "model 
inversion" attack (Fredrikson et al., 2015), are still considered to cover the privacy principle. 

 

As depicted in Figure 4, the majority of frameworks address all four RAI principles. However, there are frameworks 
that cover only one (15.49%) or two principles (15.49%). Particularly when three principles are addressed, the most 
covered are Diversity & Non-discrimination & Fairness, Privacy & Data Governance, and Transparency (9.3% for 
Companies, 15.8% for Universities, and 14.1% for NPG/COMM/PE). For frameworks covering two principles, the 
most common are Diversity & Non-discrimination & Fairness and Transparency (9.3% for Companies and 16.9% 
for NPG/COMM/PE). For comprehensive results, please refer to the appendix. 

 

Conclusions 

 

This study undertook a rapid review to offer an insight into frameworks proposed in both white and grey literature 
aimed at facilitating and expediting the adoption of Responsible Artificial Intelligence (RAI) practices. We 
formulated four research questions to obtain specific insights aligning with our research goal, thereby enhancing the 
informative value of this survey. To delve deeper into our investigation, we categorized the entities providing each 
framework into three distinct groups: Companies, Universities, and Non-Profit Organizations/Communities/Public 
Entities (NPG/COMM/PE), enabling us to analyze results based on the proposing entity. Additionally, this review 
encompassed not only scientific articles but also grey literature resources. 

 

The findings of this study can be summarized as follows: 

 

- Diversity of Perspectives vs. Lack of Standardization (F1): RAI frameworks are offered by a myriad of 
heterogeneous entities, both public and private. While this diversity enriches perspectives and fosters AI 
democratization, it also underscores the lack of consensus and standardization regarding best practices for RAI 
compliance with ethical values. 

 

- Theoretical vs. Practical Support for AI Practitioners (F2): We classified each framework based on the Software 
Development Life Cycle (SDLC) phases covered. Our analysis revealed that only a few frameworks span all SDLC 
phases and provide practical guidance to practitioners involved in developing, testing, and deploying RAI 
applications. There is a notable dearth of practical validation techniques for theoretical principles and 
implementation guidelines. Moreover, there is a concerning deficit of tools supporting all stakeholders during the 
implementation and auditing phase. 

 

- No Comprehensive Framework (F3): Despite many frameworks covering all four selected principles, we observed 
instances where principles were only partially addressed, mirroring the lack of standardization highlighted in F1. 
This rapid review underscores the current literature and industry's deficiency in complete, uniform, organized, and 
user-friendly RAI frameworks capable of supporting stakeholders throughout the entire Software Development Life 
Cycle (SDLC). It is evident that no comprehensive framework currently exists whose knowledge can be easily 
navigated and utilized by various stakeholders (both technical and non-technical), simplifying and accelerating the 
adoption of RAI practices. 
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