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ABSTRACT 
Artificial Intelligence (AI) powered machines are increasingly mediating our 
work and many of our managerial, economic, and cultural interactions. While 
technology enhances individual capabilities in many ways, how can we ensure 
that the sociotechnical system as a whole—comprising a complex web of 
hundreds of human–machine interactions—is exhibiting collective intelligence? 
Research on human–machine interactions has been conducted within different 
disciplinary silos, resulting in social science models that underestimate 
technology and vice versa. Integrating these diverse perspectives and methods is 
crucial at this juncture. To truly advance our understanding of this 
rapidly evolving area, we need frameworks to facilitate research that bridges 
disciplinary boundaries. 
This paper advocates for establishing an interdisciplinary research domain
Collective Human-Machine Intelligence (COHUMAIN). It outlines a 
agenda for a holistic approach to designing and developing the dynamics of 
sociotechnical systems. To illustrate the approach we envision in this domain, 
we describe recent work on a sociocognitive architecture, the transactive systems 
model of collective intelligence, which articulates the critical pro
underlying the emergence and functioning of collective intelligence in human
AI collaborations. 
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Introduction: 

The rapid advancement of artificial intelligence (AI) has ushered in an era where machines play an 
increasingly pervasive role in our daily lives. From feedback-loop cybernetics to sophisticated 
reinforcement learning models, AI technologies now possess the capacity to leverage vast repositories of 
collective knowledge, generating novel insights and facilitating a myriad of tasks. As AI permeates 
various domains, the deluge of information and the pace of change are surpassing our cognitive bounds, 
compelling us to rely on AI-powered systems to augment memory, manage attention, and facilitate 
collective decision-making. 

 

Concurrently, social scientists are refining their understanding of collective intelligence (CI) in human 
systems, which encompasses a group's ability to solve diverse problems across different contexts. This 
evolution extends beyond merely harnessing crowd wisdom for predictive tasks; it delves into the 
intricate dynamics of diversity and group structures that enable distributed collaboration on a global scale. 

 

Despite significant progress in AI development and the study of CI, there remains a critical gap in 
comprehensively understanding human-machine systems. How can we ascertain whether such 
sociotechnical systems, comprising intricate networks of human-machine interactions, exhibit collective 
intelligence? Existing research on human-machine interactions often operates within disciplinary silos, 
overlooking adjacent domains and resulting in technical systems that yield unforeseen adverse outcomes. 
Integrating diverse perspectives early in the development process is imperative to mitigate unintended 
consequences, as overlooking interdisciplinary insights risks not only organizational and market 
inefficiencies but also profound societal implications. 

 

In this paper, we propose a research agenda for Collective Human-Machine Intelligence 
(COHUMAIN)—an interdisciplinary domain aimed at fostering holistic models that inform the design 
and study of collaboration dynamics in sociotechnical systems. Building upon the foundation laid by 
cognitive architectures in AI development, we advocate for the adoption of sociocognitive architectures to 
systematically study human-machine collaboration, integrate interdisciplinary knowledge, and advance 
multi-agent systems research. We identify key challenges in this endeavor and propose essential features 
for sociocognitive architectures. 

 

Additionally, we introduce the transactive systems model of collective intelligence (TSM-CI), a 
sociocognitive architecture that elucidates the core functional systems governing collective memory, 
attention, and reasoning—essential components of intelligent sociotechnical systems. We extend the 
TSM-CI framework to COHUMAIN, discussing how AI agents can enhance collective memory, 
attention, and reasoning processes. 
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Lastly, we underscore the importance of aligning AI agents' cognitive architectures with encompassing 
sociocognitive frameworks, advocating for instance-based learning theory as a compatible approach. By 
proposing COHUMAIN and illustrating the potential of sociocognitive architectures, we aim to galvanize 
interdisciplinary collaboration and unlock the true potential of human-machine intelligence. 

 

COHUMAIN: A Holistic and Interdisciplinary Approach to Design of Sociotechnical Systems 

 

Realizing the full potential of human-AI collaboration necessitates a comprehensive understanding of 
how humans and machines coordinate their actions in tandem with their environment, as well as how they 
interpret each other's cognitive states and resources. Achieving such an understanding demands the 
integration of social science and AI, as well as the fusion of traditional research paradigms with applied 
technical design. This integrated approach facilitates iterative knowledge-building, where scientific 
analysis of emergent system behaviors informs architectural design choices, thus shaping subsequent 
system behaviors. 

 

The call for a systems-level approach finds its roots in Newell's advocacy, emphasizing the importance of 
integrating cognitive science and AI research. A cognitive architecture serves as a theoretical framework 
that unifies various relationships, enabling researchers to test multicausal theories and refine systems 
theory iteratively. Building upon this intellectual heritage, we propose the collaborative development of 
systems-level sociocognitive architectures to advance COHUMAIN research. Such architectures provide 
a common ground for integrating disciplinary perspectives, akin to how cognitive architectures specify 
the infrastructure and functional processes of individually intelligent agents. 

 

However, building sociocognitive architectures poses unique challenges, as there is no straightforward 
method for combining individual-level cognitive architectures into collective sociocognitive architectures. 
While cognitive architectures focus on autonomous problem-solving, sociocognitive architectures delve 
into how multiple autonomous agents collaborate and problem-solve collectively. This requires a nuanced 
understanding of how agents interact and adapt in a collective context to maintain system coherence. 

 

We argue that any sociocognitive architecture must address four core problems to facilitate alignment and 
coordination between humans and AI agents for the emergence of collective intelligence. These problems 
entail collaborator engagement in metacognitive processes to access each other's mental states and 
collective cognitive resources, as well as the dynamic evolution of shared norms and routines to 
coordinate collective cognitive resources. Successfully addressing these challenges culminates in the 
formation of collective cognition, wherein 
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It's important to acknowledge a fundamental assumption we make here: that all autonomous machines or 
AI agents are "designed systems" and therefore, unlike humans, lack higher
their primary objective may be to serve humans in various capacities, they are likely to have additional 
goals, such as profit, that cater to the AI designers but aren't necessarily aligned with the collective goals. 
Consequently, we don't assert that AI 
of the technological context, possessing features that enable humans to interact with them as distinct 
entities or even "anthropomorphized" team members (e.g., Siri or ChatGPT). It's wort
assumption regarding AI agents' goal autonomy may evolve over time. However, for the present, we find 
it reasonable. 

 

In many organizational scenarios, even humans (i.e., employees) don't solely act on their intrinsic 
motivations. Their goals often need to align with or be subordinated to those of their organizations, and 
the degree of alignment significantly influences their performance. Thus, the central challenge remains 
the coordination of members' cognitive states (goals, preferences
intelligence. Humans and AI agents collectively constitute the fabric of the sociotechnical system.
 

 

This acknowledgment underscores the complex interplay between human and AI agency within 
sociotechnical systems, emphasizing the necessity of aligning their goals and cognitive states to foster 
effective collaboration and achieve collective intelligence.
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In practice, the goals of AI agents are likely to evolve in complexity over time. While their initial 
development aligns with the intentions of their designers, their ability to learn and adapt within a human-
AI system also influences their goals through interaction with human collaborators. The extent to which 
an AI agent imposes its goals versus adapting to human collaborators' goals depends on its designated 
role within the system. Gupta and Woolley (2021) delineate three primary roles that AI agents can fulfill 
in a collective setting: assistive AI, coach AI, and diagnostic AI. Each role entails an initial set of desired 
goal states guiding the agent's interaction with humans, yet across these roles, AI assistants are expected 
to adapt to the evolving goals and needs of their human users. Conversely, AI coaches may exhibit more 
assertiveness in guiding human behavior towards desired outcomes. As AI agents' capabilities expand, 
they become increasingly adept at influencing human actions toward their own goal states. Without clear 
mechanisms for humans to influence these goals, society risks experiencing lower collective intelligence 
due to unilateral shaping of collective cognition. 

 

In summary, the development of sociocognitive architectures for COHUMAIN hinges on researchers' 
understanding of how to effectively design agents to facilitate collaboration. We outline two categories of 
processes essential for any sociocognitive architecture, review insights from relevant areas of research, 
and propose our perspective on a candidate sociocognitive architecture, the TSM-CI, along with a 
compatible learning-based cognitive architecture. 

 

This underscores the critical importance of designing AI agents within sociotechnical systems to support 
collaborative endeavors and ensure alignment with collective goals. 

 

Review of Existing Research on Foundations for COHUMAIN 

 

Several bodies of research offer valuable insights into COHUMAIN and lay the groundwork for 
developing sociocognitive architectures. Notable areas of literature include studies on human-machine 
interaction, human-AI trust, and machine Theory of Mind (ToM). 
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Human and Machine Interaction 

 

Decades of research have explored the interaction between humans and technology, encompassing fields 
like human-computer interaction (HCI) and human-autonomy integration (HAI). HCI traditionally 
focuses on how humans utilize computing devices, evolving to address multimodal inputs and outputs and 
algorithm adaptability based on human cues. Conversely, HAI delves into human interaction with 
automated systems, with less emphasis on interface design and more on collaborative interaction 
dynamics. Recent research in human-autonomy teaming (HAT) centers on collaborative teams where 
humans and autonomous AI agents work together to achieve shared goals. This research underscores the 
importance of aligning human and AI team goals and highlights the need for adaptive AI agents capable 
of adjusting to human teammates' abilities. 

 

Autonomy Level and Situational Awareness 

 

Studies on HATs examine the level of autonomy AI agents should possess, with mixed findings on 
human perceptions of agent autonomy's impact on collaboration effectiveness. Additionally, research 
emphasizes the importance of shared situational awareness between humans and autonomous agents for 
effective interaction and performance. Agents must maintain a model of human teammates' states and 
adapt autonomously based on situational dynamics. Feedback mechanisms play a crucial role in HATs, 
facilitating task monitoring, performance evaluation, and mutual trust development. Human-human teams 
often outperform HATs due to more efficient information sharing and better organization and adaptation.  

 

Challenges and Future Directions 

 

Existing cognitive modeling research predominantly focuses on individual cognition, with limited 
attention to team cognition, particularly in HAT contexts. Bridging individual and collective-level models 
of cognition and interaction is crucial for advancing COHUMAIN research and guiding AI agent design. 
Future work should aim to develop sociocognitive architectures that can effectively integrate human and 
AI inputs, fostering genuine collaboration and enhancing collective intelligence. 

 

This comprehensive review highlights the multifaceted nature of human-machine collaboration and 
underscores the importance of interdisciplinary research to address the challenges and opportunities in 
COHUMAIN. 

 

A Sociocognitive Architecture for COHUMAIN: TSM-CI 
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In preceding sections, we delineated four core challenges in COHUMAIN research and advocated for the 
integration of sociocognitive architectures to facilitate a comprehensive approach to its design and 
development. Subsequently, we reviewed pertinent literature on human-machine interaction, human-AI 
trust, and machine Theory of Mind (ToM), offering crucial insights into addressing the core issues of this 
emerging domain. In this section, we introduce a potential sociocognitive architecture, the TSM-CI 
(Gupta & Woolley, 2021), and discuss its extension to the COHUMAIN domain by exploring how AI 
agents can enhance its fundamental processes. Following this, in the concluding section, we explore the 
significance of selecting a compatible cognitive architecture, illustrating its relevance in this context 
through an examination of instance-based learning theory. 

 

For decades, research on intelligence has delved into the functions enabling systems to adapt and achieve 
goals across diverse environments of varying complexity (Legg & Hutter, 2007). Parallels drawn from 
studies of intelligence across different domains suggest that intelligence in any system—be it biological, 
technological, or hybrid—requires the fulfillment of specific memory, attention, and reasoning functions. 
Concurrently, there has been an increasing acknowledgment in management literature that human 
organizations operate less as static structures and more as complex adaptive systems, necessitating a 
deeper comprehension of the process dynamics underlying different modes of organizing (Arrow, 
McGrath, & Berdahl, 2000). These parallel advancements in intelligence and management literature have 
led to the incorporation of concepts originating in intelligence into organizational theory (Csaszar & 
Steinberger, 2021). 

 

The TSM-CI explicitly integrates intelligence research across disciplines with existing work on teamwork 
and collaboration, positing that Collective Intelligence (CI) arises from the emergence and continuous 
adaptation of three interconnected sociocognitive systems revolving around collective memory, attention, 
and reasoning (Gupta & Woolley, 2021). TSM-CI serves as a process model elucidating how individual 
agent-level cognitive functions, inter-member metacognitive processes, and inter-member transactive 
processes interact to establish three dynamically stable sociocognitive systems. When robust transactive 
memory, attention, and reasoning systems develop, they empower collaborators to surpass the limitations 
of individual cognitive capacity and enhance the collective's overall memory, attention, and reasoning 
capabilities. The concurrent alignment of goals and mental states fosters preparedness for coordinated 
action as an adaptive response to environmental changes. 

 

Demonstrating a Compatible Learning-Based Cognitive Architecture for Agent Cognition 

 

At the heart of COHUMAIN lies the premise that Collective Intelligence (CI) emerges when 
environmental changes prompt a coordinated response, where this response reflects a synergy of 
interactions among members (human-human, human-AI, and AI-AI). Achieving this necessitates the 
coordination of distributed cognitive resources and the alignment of diverse mental states to foster 
collective cognition, resulting in intelligent behavior. In the TSM-CI sociocognitive architecture, this 
coordinated response arises from the dynamic regulation of collective memory, attention, and reasoning 
systems. 
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Ideally, one would seek seamless integration among all independent AI agents enhancing various aspects 
of the collective's TMS, TAS, and TRS to function as a unified system. However, with advancing 
technology, AI agents may excel at solving specific coordination problems independently, leading to 
collectives comprising multiple AI agents that may not necessarily synergize well. Therefore, the design 
choices made by companies and developers when constructing the cognitive architecture of their AI 
agents are crucial. 

 

Certain cognitive architectures are better suited for interfacing with a given sociocognitive architecture, as 
the paradigm guiding an AI agent's internal representations should align with the inter-member processes 
driving the larger sociocognitive architecture of the collective. Additionally, AI agents should be capable 
of generating human-understandable explanations of their actions and inferring humans' cognitive states 
from their communication to facilitate human-AI collaboration. Thus, a cognitive architecture that 
incorporates mechanisms for representing Theory of Mind (ToM) most congruently is likely to be more 
successful. 

 

We argue that exploring the features of various cognitive architectures used to develop AI agents and 
identifying their compatibility with a given sociocognitive architecture is a crucial agenda item for 
realizing the envisioned integration in COHUMAIN research. Here, we illustrate this by discussing work 
on a learning-based cognitive architecture, specifically Instance-Based Learning Theory (IBLT), which 
yields models highly compatible with the extended TSM-CI sociocognitive architecture. 

 

Learning-Based Models of Individual Cognition 

 

Information-processing theories offer a suitable framework for describing individual cognition as an 
interaction between an information-processing system (e.g., the human mind) and a task environment 
(Simon, 1978). The information-processing system encompasses a complex array of processes, including 
perception, attention, memory, decision-making, and motor actions, among others. Learning, a 
fundamental process in collaboration, involves the conversion of experiences into the individual's 
understanding of tasks and their consequences. Learning shapes how individuals formulate goals and 
allocate attention in the task environment, drawing on experiences stored in memory. Memory, a complex 
dynamic system, operates based on intricate processes of storage, retrieval, organization, recognition, and 
updates (Simon, 1976). 

 

Memory-based models elucidate the dynamics of human decisions and learning from experience, relying 
on theories of choice and cognitive theories of memory processes. These models conceptualize choice as 
a dynamic learning process driven by associations between behavior and outcomes in specific situations. 
Among these models is Instance-Based Learning Theory (IBLT), which articulates cognitive processes of 
experiential choice and outperforms other models proposed in modeling competitions (Erev et al., 2010). 

Conclusion 
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This paper outlines a comprehensive research agenda aimed at investigating sociocognitive architectures 
to facilitate the emergence of collective human-machine intelligence. We introduce one such architecture, 
the TSM-CI, which offers an integrated and interdisciplinary systems approach. The TSM-CI breaks 
down Collective Intelligence (CI) into three essential regulatory systems: collective memory, attention, 
and reasoning. Furthermore, we emphasize the importance of aligning the cognitive architectures of AI 
agents with the sociocognitive framework. Specifically, we discuss IBLT as a cognitive architecture 
particularly suited for developing AI agents within the transactive systems model. 

 

The early development stages of AI, spanning from the 1970s to the 1990s, greatly benefited from various 
attempts to propose and test different cognitive architectures. Therefore, we believe there is immense 
value in exploring diverse approaches to theorizing, designing, and testing sociocognitive architectures 
that address the dynamics of human-machine collaboration. This entails experimenting with models that 
integrate insights from management and behavioral sciences while drawing on design principles from 
cognitive sciences and AI. We encourage researchers from various fields to not only engage with our 
proposal but also to develop new and diverse sociocognitive architectures to realize the full potential 
impact of COHUMAIN. 

 

 

 

various stakeholders (both technical and non-technical), simplifying and accelerating the adoption of RAI practices. 
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