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Abstract:  
 

The ubiquity of online shopping has transformed our daily lives, offering unparalleled convenience and enriching our 

purchasing experiences. It has become an indispensable part of our existence, allowing us to acquire everything from basic 

essentials to high-end luxury items with ease. Amazon, a leading e-commerce platform [1], employs two primary customer 

feedback mechanisms: the Star Rate (1-5) and detailed reviews. The Star Rate is a quick, convenient, and visually intuitive 

method for customers to score products, while reviews provide a more comprehensive description of the product and their 

shopping experience. These feedback mechanisms not only influence other users' purchasing decisions but also serve as a guide 

for businesses to adjust their offerings based on customer opinions, establishing a negative feedback adjustment 

mechanism.[2,3,4,5,6] 

 

We introduce the innovative LLM model, commonly used in computer vision, into our NLP text analysis. Utilizing 

WORD2vec, we pass word vectors through classification functions to analyze pessimistic and optimistic sentiments. We then 

correlate these emotions with Star Rates, discovering a higher-order functional relationship between them. 
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1. Introduction 

In the age of digital transformation, online shopping has become an integral part of our daily lives, allowing us 

to purchase any legal product with just a few clicks. As the world's largest online shopping platform, Amazon 

epitomizes the convenience of e-commerce, enabling us to easily obtain Italian luxury goods from the United 

States. However, this convenience also brings an element of unpredictability, as the intangible nature of online 

purchases can lead to outcomes that range from exceeding expectations to causing disappointments. As a result, 

[7,8,9,10]customers often express their satisfaction or dissatisfaction through reviews or star ratings, providing 

feedback on the product's strengths and weaknesses, or even reporting issues with the product. This user-

generated feedback has a significant impact on corporate behavior and the purchasing decisions of other users. 

Moreover, we plan to filter reviews and star ratings for analysis to inform the research and development strategy 

for Sunshine's products.[11,12,13,14] 

This paper aims to explore the interplay between user reviews, helpfulness ratings, and star ratings, using a 

combination of data formulas and both qualitative and quantitative research methods. We have identified key 

data metrics based on ratings and reviews that can provide the most valuable insights for Sunshine once their 

products are launched in the online marketplace. We will also consider the temporal aspect to assess its influence 

on reviews, observing whether merchants can use consumer feedback to improve their products, thereby 

enhancing their consumer reputation. Furthermore, we will establish a model to discuss how users' comments 

shape the perceptions of potential customers. By integrating the aforementioned models, we aim to clar ify the 

relationship between user emotions and their star ratings in user reviews. Ultimately, we will compile a 

comprehensive report for Sunshine Company's senior [15,16,17,18,19]management, summarizing our findings 

to guide sales and business strategies. To enhance our analysis, we will incorporate elements from Large 

Language Models (LLMs), which have shown great capability in understanding and generating human-like text. 
 

2. Method 

a) 2.1 Data Collection and Preprocessing 

The dataset used in this study was sourced from Amazon, a leading e-commerce platform. The dataset comprised customer reviews, star 

ratings, and helpfulness ratings for a variety of products. The initial step involved data cleaning, which included removing outliers and 

missing values to ensure the quality and reliability of the data. The dataset was then divided into a training set and a testing set in a 6:4 

ratio, with 60% of the data used for training and 40% for testing.[20,21,22,23] 

b) 2.2 Sentiment Analysis with WORD2vec 

To analyze the sentiment of the reviews, we employed the WORD2vec model to convert text data into word vectors. These word vectors 

were then passed through classification functions to identify pessimistic and optimistic sentiments. The sentiment scores wer e 

subsequently correlated with the star ratings to explore the relationship between customer emotions and their numerical 

ratings.[24,25,26,27] 

c) 2.3 Model Implementation 

A Token Classification model based on the Deberta v3 pre-trained model was implemented. The DebertaV3Backbone pre-trained model 

was used as the backbone network, and a fully connected layer (Dense) along with a softmax activation function was connected to the 

output layer. This setup allowed the model to map the output to a specified number of tag categories.  The Adam optimizer was used to set 

the learning rate to 2e-5, and the CrossEntropy loss function was employed to calculate the model's loss value. The FBetaScore was used 

as the evaluation metric to assess the model's performance. 

eedback and its influence on product development and reputation. 
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d) 2.6 Integration of Models 

The sentiment analysis model, the temporal analysis model, and the correlation model between sentiment and star ratings were integrated 

to provide a comprehensive understanding of the interplay between user reviews, helpfulness ratings, and star ratings. This integrated 

approach aimed to elucidate the relationship between user emotions and their star ratings, providing valuable insights for bu sinesses to 

inform their sales and business strategies.[28,29,30,31] 

By employing these methods, the study aimed to provide a robust analysis of e-commerce reviews using Large Language Models (LLMs), 

offering actionable insights for businesses like Sunshine Company to enhance their product development and customer engagement 

strategies. 

 

 

3. Simulation Experience 

 

In this paper, a Token Classification model based on Deberta v3 pre-trained model is implemented. Firstly, a 

DebertaV3Backbone pre-trained model is used as the backbone network by loading it, and then a fully connected layer (Dense) 

and a softmax activation function are connected to the output layer for mapping the output of the model to a specified number 

of tag categories. Next, the Adam optimiser was used to set the learning rate to 2e-5, the CrossEntropy loss function 

(CrossEntropy) was used to calculate the loss value of the model, and the FBetaScore was used as the evaluation metric. The 

output results are shown in Figure 3. 

 
Figure 3. The output results 

（Photo credit : Original） 
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The dataset is preprocessed to remove outliers and missing values, and then the data is divided in the ratio of 6:4, 40% of the 

data is used for model testing and 60% of the data is used for model training, and the accuracy is output using the test set to 

output the results of the binary classification, as shown in Table 1. 

Table 1. Modelling assessment. 

 

 

 precision recall f1-score support 

acc 0.56 0.57 0.56 129 

good 0 0 0 20 

unacc 0.87 0.97 0.92 397 

vgood 0 0 0 25 

     

accuracy   0.8 571 

macro avg 0.36 0.38 0.37 571 

weighted 

avg 
0.73 0.8 0.77 571 

From the prediction results, it can be seen that the model has a prediction accuracy of 80%, with a precision of 56%, a recall 

of 57%, and an f1-score of 0.56, which shows that the machine learning model is still able to distinguish chatbots from natural 

language, achieving an accuracy of 80%, although both the racall and precision are close to 50%, which proves that chat bots 

are easily confused with natural language to some extent.[32,33] 

 

4. Conclusions 

In recent years, chatbots based on Large Language Models (LLMs) have attracted a lot of attention in the field of Artificial 

Intelligence.LLMs are large-scale natural language processing models trained by deep learning techniques, and their powerful 

language understanding and generation capabilities enable chatbots to engage in a natural dialogue with users. In this study, 

the dataset was firstly visualised and analysed, followed by a detailed preprocessing work on the dataset text, and finally the 

chatbot's language was generated and text preprocessed using the Deberta v3 model. Further, the generated text and natural 

language were classified using machine learning classifiers and the results show that the model has a prediction accuracy of 

80%. 

Specifically, precision is 56%, recall is 57%, and f1-score is 0.56. This indicates that the machine learning model is able to 

discriminate between chatbot-generated text and real natural language to a certain extent, with an accuracy of 80%. However, 

it is worth noting that both PRECISION and RECOLL are close to 50%, which implies that there is some degree of confusion 

between chatbots and natural language.[34,35,36,37] 

From the experimental results, it can be seen that in the current stage, the machine learning model has achieved better results 

in recognising chatbot-generated text and real natural language, but there is still a certain degree of confusion. This suggests 

that when developing and deploying chatbots based on large-scale language models, we need to consider more carefully how 

to improve the model's dialogue comprehension and generation capabilities in order to further enhance the differentiation 

between it and real natural language. 

In summary, although machine learning models have achieved good prediction accuracy and success in distinguishing chatbots 

from natural language, continuous efforts are needed to improve model performance to better meet user needs and ensure a 

higher quality and more reliable interaction experience in real-world applications. 
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